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Dynamic partition models are used to predict movements in the term structure of interest rates. This allows one to understand historic cycles in the performance of how interest rates behave, and to offer policy makers guidance regarding future expectations on their evolution. Our approach allows for a random number of possible change points in the term structure of interest rates. We use particle learning to learn about the unobserved state variables in a new class of dynamic product partition models that relate macro-variables to term structures. The empirical results, using data from 1970 to 2000, clearly identifies some of the key shocks to the economy, such as recessions. We construct a time series of Bayes factors that, surprisingly, could serve as a leading indicator of economic activity, validated via a Granger causality test. Finally, the in-sample and out-of-sample forecasts from our model are quite robust regardless of the time to maturity of interest rates.
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1. INTRODUCTION

The recent economic crisis has brought into focus the importance of having sound methods to understand the behavior of financial and macro-economic time series. We use the term “predictive macro-finance” to describe statistical models that use macro-economic variables to predict financial asset returns. Understanding the term structure, or yield curves, of different bond maturities has a long history. Recently the Nelson–Siegel (1987) yield curve model (N–S) has been rekindled by a series of articles showing superior predictive performance over traditional models. The articles of Diebold and Li (2006) and Diebold, Rudebusch, and Aruoba (2006) highlight the three factor N–S model as a powerful tool for forecasting changes in rates. These authors showed that their model-based forecasts outperform many of the standard models. Koopman, Mallee, and van der Wel (2010) used a time-varying loadings version to achieve further gains.

We extend the dynamic N–S approach in a number of ways. First, we propose a dynamic product partition model (PPM) to allow for an unknown number of change points. This addresses one of the fundamental challenges in yield curve modeling where parameter shifts occur for various reasons, either policy-induced (e.g., the Volcker period of the early 1980s) or purely probabilistic (e.g., the 1995 change point reported in Chib and Kang 2009). Our approach incorporates both of these effects. Second, we develop a particle learning strategy to learn about the unobserved state variables in a new class of dynamic product partition models that relate macro-variables to term structures. The empirical results, using data from 1970 to 2000, clearly identifies some of the key shocks to the economy, such as recessions. We construct a time series of Bayes factors that, surprisingly, could serve as a leading indicator of economic activity, validated via a Granger causality test. Finally, the in-sample and out-of-sample forecasts from our model are quite robust regardless of the time to maturity of interest rates.

Fama (2006) observed that if spot rates are subject to several permanent shocks to the system, then limiting the number of regime changes up front to two or three may prove inadequate to explain the data. Our approach addresses this by allowing for a possible regime change at every time point, and our analysis assesses the posterior probability of possible change points given the dynamic N–S term structure model. Two alternative approaches include those of Sims and Zha (1998, 2006), who modeled regime switches in U.S. monetary policy with a fixed number of (at most nine) regimes. Chib and Kang (2009) used up to four change points by exploiting a transient parameterization of a hidden Markov Model.

One challenging issue when fitting dynamic state-space models with a random number of change points is the computational explosion of the number of possible models. We argue that PPMs (Barry and Hartigan 1992, 1993), when coupled with particle learning methods, bypass this dilemma. Our approach also calculates a sequential Bayes factor at each time point for model comparison. We thus allow for multiple, random change points—a first in the macro-finance context. Table 1 compares our approach with that of competing models in the literature.

Explaining the cross-section of rates has traditionally been achieved with affine term-structure models (ATSMs; see, e.g., Chib and Ergashev 2009). Theoretically, these models are very popular because of their arbitrage-free properties; however, they have suffered somewhat in out-of-sample time series prediction exercises (see, e.g., Duffee 2002). The Bank of International Settlements (2005) reported that 9 out of 13 central banks that report their term structure modeling results to the BIS use the N–S model (or some minor variation thereof) rather than ATSMs to estimate yield curves.

The rest of the article is organized as follows. Section 2 provides a general framework for term structure models with macro-economic factors using the N–S model. Section 3 shows how to extend these models to allow for multiple change points in the form of a PPM. Section 4 details the term structure and macro-finance monthly data for 1970–2000 used in this study, which is used in Section 5 to carry out a comprehensive analysis. Section 6 concludes.
2. DYNAMIC MACRO NELSON–SIEGEL MODEL

Dynamic arbitrage free models demonstrate that three factors related to level, slope, and curvature drive yields and one-period returns. The dynamic N–S yield curve model comprises three principal factors: level, slope, and curvature. In addition, a fourth time-varying parameter can be used to determine the speed of time decay for the slope and curvature parameters. Suppose that we observe data on a panel of bond maturities indexed from \( t = 1, \ldots, M \). Diebold, Rudebusch, and Aruoba (2006) and Ang and Piazzesi (2003) introduced macroeconomic factors in the evolution equation and provided theoretical as well as predictive support for the model. Our dynamic state-space specification of the N–S model with macro factors takes the form:

\[
\begin{align*}
Y_{t+1}(\tau) &= F(\lambda_{t+1})B_t + \epsilon_{t+1}, \\
\theta_{t+1} &= G\theta_t + D\kappa_t + \omega_{t+1}, \\
\left\{ \epsilon_{t+1}, \omega_{t+1} \right\} &\sim MVN\left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} E & W \\ W' & D \end{bmatrix} \right).
\end{align*}
\]

The vector \( B_t \) contains the three \( \beta_j \) loadings. The three parameters \( \beta_j \) are the level, slope, and curvature of the yield curve. We use \( \lambda_i \) to model the decay in the term structure representing the fourth factor. The matrix \( F(\lambda_{t+1}) \) contains the usual N–S functional specifications, and its \((i, j)\) component is given by

\[
F_{i,j}(\lambda_{t+1}) = \begin{cases} 
1, & j = 1 \\
\left(1 - \exp\left(-\frac{\tau_i}{\exp(\lambda_{t+1})}\right)\right) / \frac{\tau_i}{\exp(\lambda_{t+1})}, & j = 2 \\
1 - \exp\left(-\frac{\tau_i}{\exp(\lambda_{t+1})}\right) / \frac{\tau_i}{\exp(\lambda_{t+1})}, & j = 3.
\end{cases}
\]

The vector \( \kappa_t = [1, k_1, k_2, k_3, k_4] \) contains the intercept and four macro factors at time \( t \). Our parameterization of the decay parameter is different than that presented by Koopman, Malle, and van der Wel (2010). Consequently, we have two classes of parameters:

- \( \theta_t = [B_t, \lambda_t] = [\beta_{1,t}, \beta_{2,t}, \beta_{3,t}, \lambda_t] \) vector of states determining the evolution of the N–S term structure that are time-varying.
- \( \eta = [E, W, G, D] \). Here \( G \) is a \( 4 \times 4 \) matrix of state dynamics, \( D \) is a \( 4 \times 5 \) matrix of the (lagged) contribution of intercept and macro factors \( \kappa_t \) to the states \( \theta_{t+1} \). \( W \) is the variance–covariance matrix for the state error term \( \omega_{t+1} \) and, similarly, \( E \) is the variance–covariance matrix for the observation error term \( \epsilon_{t+1} \). For notational simplicity, because \( \eta \) parameters are time-dependent but not time-varying, we drop the subscript \( t \).

The form of the yield curve is determined by the three components and their associated weights, \( \beta_j \). The first component takes the value 1 (constant) and thus can be interpreted as the overall level that influences the short and long term interest rates equally. The second component converges to 1 as \( \tau \to 0 \) and to 0 as \( \tau \to \infty \) for a given \( t \); this influences mainly short-term interest rates. The third component, associated with medium-term rates, converges to 0 as \( \tau \to 0 \) and as \( \tau \to \infty \) but is concave in \( \tau \), for a given \( t \). Because the first component is the only component that equals 1 as \( \tau \to \infty \), its corresponding \( \beta_{1,t} \) coefficient is usually linked with the long-term interest rate. By defining the slope \( y_t(\tau) = y_t(\tau_0) - y_t(\tau) \), that it converges to \( -\beta_{2,t} \) for a given \( t \) can be easily verified. Finally, the shape of the yield curve can be defined as \([y_t(\tau) - y_t(\tau)] - [y_t(\infty) - y_t(\tau)]\) for a medium maturity \( \tau \), whereas this shape converges to \( \beta_{3,t} \) for a given \( t \).

1 They parameterized \( Y_t(\tau_i) = \beta_{1,t} + \beta_{2,t}(1 - \exp(-\tau_i)) + \beta_{3,t}(\frac{1 - \exp(-\tau_i)}{\exp(-\tau_i)}) + \phi \). Here \( \phi \) is either fixed or is estimated through a stepwise deterministic spline in the range of 0–1 for numerical stability. We adopt a negative logarithmic transformation, \( \lambda = -\log(\phi) \), to allow sampling of the decay parameter over the entire real line.
3. DYNAMIC PARTITION MODELS

PPMs were introduced by Barry and Hartigan (1992, 1993) as a clustering device producing time-inhomogenous time series. Barry and Hartigan articulated the following key idea: These [PPM] models apply with special computational simplicity to change point problems, where the partitions divide the sequence of observations into components within which different regimes hold . . . and that the observations can eventually determine approximately the true partition.

Let \( Y = (y_1, \ldots, y_T) \) be a time series that we wish to partition into \( B \) contiguous segments defined by \( \{1, \ldots, t_1\}, \{t_1 + 1, \ldots, t_2\}, \ldots, \{t_{B-1} + 1, \ldots, T\} \) with \( t_1, t_2, \ldots, t_{B-1} \) denoting the change points. Equivalently, we can use a \( T \)-dimensional set of binary indicators, \( U = (u_1, u_2, \ldots, u_{T-1}, 1)' \), with the event \( u_t = 1 \) implying a change point and \( u_t = 0 \) implying no change point.

PPMs use a random number of segments \( B \) obtained via a partition \( \rho \equiv (1, t_1, \ldots, t_{B-1}, T) \), which divides the data \( Y \) into \( B \) contiguous blocks, denoted by \( Y_{t_{i-1}, i} = (y_{t_{i-1}+1}, \ldots, y_i)' \) for \( r = 1, \ldots, B - 1 \). Following Yao (1984) and Loschi and Cruz (2005), we measure the degree of similarity among the block of observations \( Y_{t_i} \) via a prior cohesion distribution \( c_{t_i}(p) \). This distribution influences the partition structure by setting the transition probabilities at the change points. Here \( p \) is the probability that a change point occurs at any instance in the sequence. The prior cohesion for the block \( Y_{t_i} \) is then given for all \( i, j \) by

\[
c_{t_i}(p) = \begin{cases} p(1-p)^{i-1} & \text{if } j < T \\ (1-p)^{i-1} & \text{if } j = T, \end{cases}
\]

that is, the probability that a new change takes place after \( j - i \) instants, given that a change occurred at the instant \( i \). This implies that a sequence of change points establishes a discrete renewal process, where the occurrence times are identically distributed with a geometric rate depending on the length of the current partition.

With the foregoing development, we define \( \{Y = (y_1, \ldots, y_T) \mid \rho \} \sim \text{PPM} \) if every partition, the distribution of \( \rho \) is given by \( P(\rho | p) \propto p^{B-1} (1-p)^{T-B} \). The conditional prior distribution for \( B \) is then \( P(B = b | p) = \binom{B-1}{b-1} p^{b-1} (1-p)^{B-b} \) for \( 1 \leq b \leq B \). Conditional on \( \rho \) and \( p \), the time series \( Y \) is independent of \( p \). We now show how to incorporate a PPM structure into the nonlinear N–S yield curve model.

Given a partition structure \( \rho \) and cohesion function \( c \), the likelihood function of observing a time series \( Y \) of yields from the observation equation factors into a joint distribution, \( P(Y, \theta | E, c) \), over all of the random variables given by

\[
P(Y, \theta | E, c) = \prod_{i \in \rho} \left( \prod_{j = j_{i-1}}^{j_i} P(Y_{t_j}, \theta_i | p(\theta_i)) \right) \times c_{t_{j-1}, j}(p) \times \pi(p),
\]

where \( p(\theta_i) = \int p(\theta_i \mid E)p(E) \, dE \). Here \( \pi(p) \) defines the prior probability of a change point.

The data factor, \( P(Y, \theta | E) \), for each \( i, j \) block is given by

\[
P(Y_{t_j}, \theta) = \int \int \left( \prod_{j = j_{i-1}}^{j_i} P(Y_{t_j}, \theta_i | p(\theta_i)) \right) \times c_{t_{j-1}, j}(p) \pi(p) \, dp \, d\theta,
\]

where we have integrated over all of the uncertainties. We also follow the following sequential factor, defined by \( P(Y_{t_{j-1}, t_j} | u_t = 1) \) when \( u_t = 1 \) indicates a change point at time \( t_j \), and \( P(Y_{t_{j-1}, t_j} | u_t = 0) \) with no change point, given a set of restart parameters \( \theta_0' \). Hereinafter, without loss of generality, we denote \( t_j \equiv t, t_{j+1} \equiv t + 1, \) and so on, for any \( j \).

### Sequential Change Point Probabilities

The set of binary indicators \( U \) identifies the total number of model parameters via \( B_t = 1 + \sum_{i=1}^{t} \left( 1 - u_i \right) \). Under the prior \( \pi(p) \sim \text{Beta}(\alpha, \beta) \), we have

\[
\begin{align*}
\int_0^1 p^{h-2}(1-p)^{T-h+1} \pi(p) \, dp &= \frac{\Gamma(t + \beta - b_i - 1)}{\Gamma(t + \beta - b_i) (b_i + \alpha - 1)} \\
\int_0^1 p^{h-1}(1-p)^{T-h} \pi(p) \, dp &= \frac{\Gamma(t + \beta - b_i - 1)}{(t - b_i + 1 + \beta)},
\end{align*}
\]

where \( b_i \) denotes the number of change points between times \( t \) and \( t+1 \).

The posterior distribution of \( p \), at time \( t \), is Bernoulli with probability proportional to

\[
\Pi_t = \frac{P(Y_{t+1} | Y_{t+1} | u_t = 1)}{P(Y_{t+1} | Y_{t+1} | u_t = 0)} \propto (\alpha + b_i - 1) (t - b_i + 1 + \beta).
\]

This is simply the probability ratio of a change point to no-change point based on the PPM structure. We complement these data factors with the corresponding predictive densities.

### 4. SEQUENTIAL MONTE CARLO FOR TERM STRUCTURE MODELING

Sequential Monte Carlo (SMC) is an alternative to traditional Markov chain Monte Carlo (MCMC) methods that is designed for online inference in dynamic, possibly nonlinear models. It allows us to provide the full set of filtering distributions together with the sequential posterior distributions of the parameters of interest. Specifically, at time \( t \), we have a set of random draws, or particles \( \{Z^i_t\}_{i=1}^N \), which has a filtering distribution \( p(Z_t | Y_t) \) that contains the sufficient information about all of the uncertainties given the data up to time \( t \). Given the next observation, \( Y_{t+1} \), the key task is to update the particles from \( t \) to \( t+1 \) and provide draws from the next filtering distribution. Carvalho et al. (2010) recommended particle learning (PL) for filtering nonlinear state-space models. The next filtering distribution is

\[
p(Z_{t+1} | Y^{t+1}) = \int p(Z_{t+1} | Z_t, Y_{t+1}) \, dP(Z_t | Y^{t+1})
\]

\[
\propto \int p(Z_{t+1} | Z_t, Y_{t+1}) p(Y_{t+1} | Z_t) \, dP(Z_t),
\]

where \( p(Y_{t+1} | Z_t) \) and \( p(Z_{t+1} | Z_t, Y_{t+1}) \) denote the predictive and propagation rules, respectively, and \( Y' = (Y_1, \ldots, Y_t) \). This suggests the following particle approximation:

- Resample indices with replacement from a multinomial distribution where each index has weight \( w_y \propto p(Y_{t+1} | Z_t^{(y')}). \)
- Propagate with a draw from \( X_{t+1} \sim p(X_{t+1} | Y_{t+1}^{(y')}, Y_{t+1}) \) to obtain a new collection of particles \( \{Z_{t+1}^{(y')}\}_{y=1}^N \).

We now show how to define and update particles for \( Z_t \) in the dynamic N–S model.
4.1 Sequential Product Partition Nelson–Siegel Model

Our algorithm consists broadly of four phases: (1) predictive resampling, (2) propagation, (3) updates of states and sufficient statistics, and (4) updates of the fixed parameters. These are preceded by an initialization phase, which differs between in-sample and out-of-sample calculations. A graphical illustration of the entire model is given in Figure 1. Appendix A presents details on priors and computation. Now consider the sequential update for time \( t + 1 \) given the new data \( Y_{t+1} \).

The following quantities are available due to the updating at time \( t \): the mean and covariance, \( f_t, Q_t \), of the predictive density with no change point; \( f_t^{'}, Q_t^{'} \), the mean and covariance of the predictive density under a change point; and \( \{ \theta_t^{'}, s_t^{'}, \eta_t^{'}, \gamma_t^{'}, \} \) containing the N–S factors, namely \( \theta_t^{'}, \) their sufficient statistics, \( s_t^{'}, \gamma_t^{'}, \) and the static parameters \( \eta_t^{'}. \)

Sufficient Information: With the foregoing definitions, we track \( \{ Z_t^{'}, \gamma_t^{'}, \} \) as \( \{ \theta_t^{'}, s_t^{'}, \eta_t^{'}, \gamma_t^{'}, \} \).

Predictive Distribution: To perform predictive resampling, we use the predictive distribution of the measurement equation. Under the usual conditionally conjugate Normal-Wishart prior, the predictive distribution follows a multivariate student-\( t \) distribution: \( P_{t+1} | Y_{t+1} = \{ \theta_t^{'}, s_t^{'}, \eta_t^{'}, \gamma_t^{'}, \} \sim \mathcal{MVN} \left( f_t, Q_t, M - 3 \right) \), with \( f_t \) and \( Q_t \) defined above.

![Figure 1. Model structure and parameters as a Bayesian network.](image-url)

The square plate indicates \( T - 2 \) sequential updates of \( \theta_t \). The \( K \)'s are macro factors. \( G, D, W, \) and \( E \) are fixed parameters, updated via Gibbs and Kalman filtering. The \( Y_i \)'s are the yields data. \( \theta_t^0 \) is the initialization point. The \( R_t \)'s are possible regime changes implied by \( u, p \) and \( P \) is the prior probability of a change point. The online version of this figure is in color.

Predictive Resampling: For each particle, we calculate the data factor \( P_{t+1} = \{ w_{t+1}^{'}, \theta_t^{'}, s_t^{'}, \eta_t^{'}, \gamma_t^{'}, \} \). We then resample a set of particles \( \{ \theta_t^{'}, s_t^{'}, \eta_t^{'}, \gamma_t^{'}, \} \).

Propagation of Change Point Probabilities via Forward Filtering: For each particle, we simulate a new \( u_t^* \) with probability proportional to \( \Pi \) (defined earlier) in which \( P_{t+1} | Y_{t+1} = 0 \sim \mathcal{MVN} \left( f_t, Q_t, M - 3 \right) \) with no change point at time \( t \), and similarly with a change point at time \( t \). \( m_t^* \) and \( C_t^* \) are given by the set of starting points \( \theta_t^* \). Consider the sequence of latent variables \( \theta_t^* \). With no change point at time \( t \), set \( u_t^* \equiv 0 \), and thus propagate the new states \( \{ \theta_t^{'}, \} \) from \( \theta_{t+1} \sim \mathcal{MVN} \left( g_t + D_t, W_t \right) \). With a change point at time \( t \), set \( u_t^* \equiv 1 \), and thus propagate the new states \( \{ \theta_t^{'}, \} \) from \( \theta_{t+1} \sim \mathcal{MVN} \left( g_t^* + D_t, W_t \right) \).

Updating States and Sufficient Statistics: When there is no change point, \( u_t^* = 0 \), we follow West and Harrison (1997) and define

\[
\begin{align*}
\alpha_{t+1} &= E(\theta_{t+1} | Y_{t+1}) = Gm_t + D_{t+1}, \\
R_{t+1} &= \text{var}(\theta_{t+1} | Y_{t+1}) = GC_tG + W, \\
f_{t+1} &= E(Y_{t+1} | Y_{t+1}) = Fm_{t+1}, \\
Q_{t+1} &= \text{var}(Y_{t+1} | Y_{t+1}) = FR_{t+1}F^T + E. \\
\end{align*}
\]

We obtain an updated mean of the states, \( \hat{\theta}_{t+1} = \theta_{t+1} + R_{t+1}F^T C_{t+1}^{-1} (Y_{t+1} - \theta_{t+1}). \)

We then update the sufficient statistics \( s_{t+1}^* = (m_{t+1}, C_t^*) \):

\[
\begin{align*}
m_{t+1} &= E(\theta_{t+1} | Y_{t+1}) = a_{t+1} + R_{t+1}F^T Q_{t+1}^{-1} (Y_{t+1} - \theta_{t+1}) + w_t, \\
C_{t+1} &= \text{var}(\theta_{t+1} | Y_{t+1}) = R_{t+1} - R_{t+1}F^T Q_{t+1}^{-1} FR_{t+1}. \\
\end{align*}
\]

With a change point at time \( t \), \( u_t^* = 1 \), and the update depends on the starting values at time \( t \), \( (m_t^*, C_t^*) \). The foregoing updating expressions are then modified simply by appropriately adding the superscript, \( * \).

Updating the Fixed Parameters, \( \eta_t^* \): For each particle, compute \( \hat{E} = (Y - F\theta_{t}')(Y - \hat{\theta}_{t}'.) \). The posterior distribution for \( E \sim \mathcal{MVN}(v, \hat{\Sigma}) \). Once \( \theta_{t+1} \) has been updated, the state equation \( \dot{\theta}_{t+1} = G\theta_t + D_t + w_t \) can be reformulated as a vector autoregression. Again using a Jeffreys prior for \( W \) and a Minnesota prior for \( G \) and \( D \) we can use a Gibbs sampler by sampling repeatedly from \( W[\theta, \dot{\theta}] \sim \mathcal{MVN}(\text{vec}(\theta, G, D), \Sigma_{gd}) \), with \( gd = vec(G, D) \). Definitions of \( v, \Sigma_{gd}, \Sigma_{gd} \) are provided in Appendix A.

Initialization: To initialize at time \( t = 0 \), we use ordinary least squares (OLS) for the in-sample data, following Diebold and Li (2006). In the out-of-sample exercise, we use the training period 1970–1974 and compute the initializing values consistently with the in-sample part.

5. TERM STRUCTURE DATA

The data comprise end-of-month yields for U.S. bonds between January 1970 and December 2000, a total of 372 observations. The monthly U.S. macroeconomic variables used in this
work were obtained from the U.S. Federal Reserve Macroeconomic Database (FRED). These data consist of the unsmoothed Fama–Bliss yields (Fama and Bliss 1987; Bliss 1997) and were made available by Diebold and Li (2006). The data include linearly interpolated bond yields with maturities as in Diebold and Li (2006), along with the 1-month maturities. (In the interest of brevity, we refer the reader to the foregoing references for details on these data.) Bliss (1997) tested and compared five distinct methods for estimating the term structure. The unsmoothed Fama–Bliss method is an iterative method through which the discount rate function is built up by computing the forward rate necessary to price successively longer maturity bonds. The smoothed Fama–Bliss “smooths out” these discount rates by fitting an approximating function to the “unsmoothed” rates. Bliss argued that his tests establish the presence of unspecified, but nonetheless systematic, omitted factors in the prices of long maturity notes and bonds. Using parametric and nonparametric tests, he found that the unsmoothed Fama–Bliss did best overall (see also de Pooter, Ravazzolo, and van Dijk 2007). We include data from well before the Volcker period, consistent with Ang and Piazzesi (2003). We do this to (a) identify regime shifts over a long time horizon, (b) provide a large sample to better estimate the parameters of the model; and (c) assess the performance of the regime-shift model over periods with strikingly different characteristics. Panel (a) of Figure 3 (see Section 6.1) shows time series plots for the included yields.

5.1 Macroeconomic Data

Diebold, Rudebusch, and Aruoba (2006), Ang and Piazzesi (2003), and others have emphasized the importance of studying the impact of macro factors on the yield curve. For example, Diebold, Rudebusch, and Aruoba (2006) presented arguments supporting the introduction of these factors in the state or evolution equation of the dynamic version of the N–S model. Thus, consistent with the current literature detailed in Table 1, we considered monthly measures of inflation, economic activity, monetary policy, and fiscal policy. We used the inflation measure PCE (Personal Consumption Expenditures; chain-type price index). For economic activity, we relied on the series IP (Industrial Productivity). We included monetary policy through the the M1 monetary mass, and introduced fiscal policy (which is known to influence term structure) via the variable DEBT, which is quarterly fiscal policy interpolated to a monthly frequency. Figure 2 depicts the four macro variable time series.

6. EMPIRICAL ANALYSIS

The macro variables are linked to the yields data via the dynamic N–S model. There are 18 yield curves, each corresponding to different maturity levels. A key empirical finding is that the regime shifts identified by our model coincide with actual events observed in the U.S. economy in the time frame 1970–2000. A second finding is that the regime shifts identified by
the sequential PPM serve as a leading indicator of economic activity in the United States. Third, the in-sample and out-of-sample predictions are quite encouraging, regardless of time to maturity.

6.1 In-Sample Results

From Table 2, note that the average root mean squared error for the entire term structure is 0.0428, with a maximum of 0.0917 for the short-term rates. Comparing the top two panels in Figure 3 shows the excellent overall fit from the Bayesian analysis. The fit demonstrates the greatest fluctuation in the 1980s, with the first years of that decade enduring considerable interest rate volatility due to recession, inflation, and failure of monetary policy. The bottom two panels show the excellent fit for a subset of the data known as the Great Moderation from 1986 to 2000.

Figure 4 shows posterior estimates of (a) the coefficient $\theta_1$, (b) the slope $\theta_2$, and (c) the curvature $\theta_3$. Note that the level curve coincides nicely with the fluctuations in the entire term structure shown in Figure 3, and not just to the short-term rate.

For slope and curvature, Bliss (1997) suggested using the second and third principal components of the yields as “good” empirical estimators. Diebold and Li (2006) and Diebold, Li, and Yue (2008) provided a similar estimator, but fixed the decay parameter, whereas we leave it as stochastic. From Figure 4(b) and (c), note the positive correlation between curvature and slope shown by the similar paths. This is also demonstrated by the empirical estimates of the $G$ and $D$ matrices. The economics reasoning behind these positive correlations is detailed

Table 2. In-sample results obtained by Monte Carlo averaging along 10,000 particles of the algorithm

<table>
<thead>
<tr>
<th>Maturity (months)</th>
<th>Yields mean</th>
<th>Pricing error mean in bp</th>
<th>Fitted yields st. dev.</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.44</td>
<td>-2.3</td>
<td>2.319</td>
<td>0.0917</td>
</tr>
<tr>
<td>3</td>
<td>6.75</td>
<td>-1.5</td>
<td>2.407</td>
<td>0.0754</td>
</tr>
<tr>
<td>6</td>
<td>6.98</td>
<td>2.2</td>
<td>2.418</td>
<td>0.0587</td>
</tr>
<tr>
<td>9</td>
<td>7.10</td>
<td>0.3</td>
<td>2.407</td>
<td>0.0635</td>
</tr>
<tr>
<td>12</td>
<td>7.20</td>
<td>-1.4</td>
<td>2.393</td>
<td>0.0387</td>
</tr>
<tr>
<td>15</td>
<td>7.31</td>
<td>1.9</td>
<td>2.377</td>
<td>0.0537</td>
</tr>
<tr>
<td>18</td>
<td>7.38</td>
<td>0.1</td>
<td>2.364</td>
<td>0.0407</td>
</tr>
<tr>
<td>21</td>
<td>7.44</td>
<td>-2.5</td>
<td>2.351</td>
<td>0.0363</td>
</tr>
<tr>
<td>24</td>
<td>7.46</td>
<td>0.8</td>
<td>2.339</td>
<td>0.0162</td>
</tr>
<tr>
<td>30</td>
<td>7.55</td>
<td>1.1</td>
<td>2.316</td>
<td>0.0228</td>
</tr>
<tr>
<td>36</td>
<td>7.63</td>
<td>-2.5</td>
<td>2.296</td>
<td>0.0162</td>
</tr>
<tr>
<td>48</td>
<td>7.77</td>
<td>2.6</td>
<td>2.265</td>
<td>0.0264</td>
</tr>
<tr>
<td>60</td>
<td>7.84</td>
<td>-1.0</td>
<td>2.242</td>
<td>0.0281</td>
</tr>
<tr>
<td>72</td>
<td>7.96</td>
<td>-0.4</td>
<td>2.224</td>
<td>0.0322</td>
</tr>
<tr>
<td>84</td>
<td>7.99</td>
<td>1.1</td>
<td>2.212</td>
<td>0.0328</td>
</tr>
<tr>
<td>96</td>
<td>8.05</td>
<td>-1.5</td>
<td>2.202</td>
<td>0.0467</td>
</tr>
<tr>
<td>108</td>
<td>8.08</td>
<td>-1.4</td>
<td>2.196</td>
<td>0.0337</td>
</tr>
<tr>
<td>120</td>
<td>8.05</td>
<td>2.5</td>
<td>2.191</td>
<td>0.0567</td>
</tr>
<tr>
<td>Mean</td>
<td>-0.105</td>
<td></td>
<td>2.306</td>
<td>0.0428</td>
</tr>
<tr>
<td>Median</td>
<td>-0.007</td>
<td></td>
<td>2.322</td>
<td>0.0387</td>
</tr>
</tbody>
</table>

NOTE: Yields mean refers to the actual Fama–Bliss yields mean between 1970 and 2000. Pricing error mean in basis points refers to the difference between actual yields and average estimated yields; pricing error standard deviation in basis points and root mean squared error. A basis point, bp, is a unit relating to interest rates that is equal to 1/100th of a percentage point per annum.
in Section 6.4. The amount of output created from the Bayesian analysis is considerable, and we report only portions of the G and D estimates in Section 6.4.

6.2 Prior Assumptions on Change Point Probability $p$

To demonstrate the impact of the prior on the posterior probability of whether or not a time point is a regime change, Figure 5(a)–(c) depicts three different priors and the corresponding posterior distributions of $p$. Clearly, an informative prior would impact the distribution of change points. We use the uniform prior in our analysis; however, it is interesting to observe that the Bayesian approach allows an informed choice in the analysis where appropriate. Instead of providing a graph of probabilities of change and the most probable partitions, we later show the corresponding Bayes factor graph in Figure 6 that depicts the most probable regime changes.

Consider Table 3, in which we arbitrarily chose three event months in which we detected regime changes and one event month where there was no regime change. The table reports the posterior probabilities of the change points as well as the posterior probabilities of change points in the months preceding and succeeding the event month. As one example, consider the First Gulf War event. The posterior probability of regime change during August 1990 is 65.68%, and the posterior probabilities of change points in July and September are 36.13% and 51.36%, respectively. As we show later, shocks such as a recession or a war are not one-off events, and the effects of such events are likely to be carried over in the future (see Section 6.5).

6.3 Out-of-Sample Results

A common approach is to use rolling forecasts to evaluate out-of-sample performance. We train the model between 1970 and 1974 and then, starting in January 1975, calculate one-step-ahead, three-step-ahead, and six-step-ahead forecasts up to December 2000. We present our aggregate forecasts in Table 4, along with those from a standard random-walk model for comparison.

The macro finance literature shows that a random-walk model outperforms in the short run. Table 4 confirms this for our dataset showing one-step-ahead predictions for the 3-month and 1-year maturity levels. For all the six-step-ahead forecasts and longer maturities, our model dominates the random-walk model due in part to mean reversion. Our model compares favorably with other models in terms of prediction errors. In particular, at three-step-ahead and six-step-ahead forecasts, our predictions are much improved.

In Table 5, to assess model performance, we calculate the PPC of Gelfand and Ghosh (1998). For any model $M_j$, the posterior PPC is defined as $PPC_j = D_j + W_j$, where

$$D_j = \frac{1}{M+2} \sum_{m=1, t=1}^{M, T} \text{var}(\tilde{y}_{m,t}|M_j),$$

$$W_j = \frac{1}{M+2} \sum_{m=1, t=1}^{M, T} [y_{m,t} - E(\tilde{y}_{m,t}|M_j)]^2,$$
Figure 5. Prior to posterior sensitivity analysis for the changepoint probability. Summary statistics for the prior to posterior analysis: Panel A: prior $\mu = 0.5$, prior $\sigma = 0.2887$, posterior $\mu = 0.4142$, posterior $\sigma = 0.1319$; Panel B: prior $\mu = 0.25$, prior $\sigma = 0.1936$, posterior $\mu = 0.2706$, posterior $\sigma = 0.1015$; Panel C: prior $\mu = 0.0909$, prior $\sigma = 0.0599$, posterior $\mu = 0.1856$, posterior $\sigma = 0.0763$.

where $\tilde{y}_{m,t}$ denote the predictions of the yields for maturity $m$ and time $t$ under $\mathcal{M}_j$. The first term, $D_j$, is a penalty function that favors more parsimonious models, whereas the second term, $W_j$, measures goodness of fit. Smaller values of PPC are preferable. Based on this metric, our model outperforms the random-walk model for the three-step-ahead and six-step-ahead predictions, and is comparable for one-step-ahead forecasts. Table 5 also includes coverage probabilities based on 95% credible intervals, which demonstrate that our model is robust to this metric through all of the prediction steps.

6.4 Posterior Estimates for the Nelson–Siegel Model

Table 6 provides posterior mean estimates of the parameters in the state dynamics. We interpret “significant” to mean that “standard errors are sufficiently smaller in magnitude than the coefficients.” When the state variable is level or slope, the corresponding lagged coefficients are significant. The lags contain information about interest rates by virtue of the construction of a dynamic state-space model and the recursive learning between the observation and state equations. The lagged decay variable is significant in the slope and curvature regressions, but not in

Figure 6. Bayes factors (solid curve); absolute value of CFNAI indicator (dashed curve), and recession regions (shaded areas).
Table 3. Sensitivity analysis to different priors for \( p \) with respect to four particular events

<table>
<thead>
<tr>
<th>Event</th>
<th>Date</th>
<th>Unif</th>
<th>Beta(1, 3)</th>
<th>Beta(2, 20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oil crisis</td>
<td>02/74</td>
<td>0.4607</td>
<td>0.3453</td>
<td>0.2336</td>
</tr>
<tr>
<td></td>
<td>03/74</td>
<td>0.7511</td>
<td>0.4421</td>
<td>0.3660</td>
</tr>
<tr>
<td></td>
<td>04/74</td>
<td>0.4350</td>
<td>0.2791</td>
<td>0.1724</td>
</tr>
<tr>
<td>Monetary</td>
<td>12/79</td>
<td>0.3854</td>
<td>0.2739</td>
<td>0.1205</td>
</tr>
<tr>
<td></td>
<td>01/80</td>
<td>0.8879</td>
<td>0.6660</td>
<td>0.4814</td>
</tr>
<tr>
<td></td>
<td>02/80</td>
<td>0.2920</td>
<td>0.1048</td>
<td>0.1407</td>
</tr>
<tr>
<td>Gulf war</td>
<td>07/90</td>
<td>0.3613</td>
<td>0.2587</td>
<td>0.1488</td>
</tr>
<tr>
<td></td>
<td>08/90</td>
<td>0.6568</td>
<td>0.4174</td>
<td>0.3620</td>
</tr>
<tr>
<td></td>
<td>09/90</td>
<td>0.5136</td>
<td>0.4069</td>
<td>0.1956</td>
</tr>
<tr>
<td>End-year</td>
<td>11/94</td>
<td>0.2920</td>
<td>0.1813</td>
<td>0.1282</td>
</tr>
<tr>
<td></td>
<td>12/94</td>
<td>0.5136</td>
<td>0.4118</td>
<td>0.2363</td>
</tr>
<tr>
<td></td>
<td>01/95</td>
<td>0.4607</td>
<td>0.3448</td>
<td>0.2284</td>
</tr>
</tbody>
</table>

NOTE: First oil crisis in 1974, monetary shock in 1980, First Gulf War in 1990, and a month at the end of 1994 that did not experience any particular shock apart from seasonal turbulence related to the end of the fiscal year. For each event, the value of the posterior probability for a time window of 3 months centered around the event is shown. Unif: Uniform prior, the one used throughout the analysis.

the level equation. This is compatible with the analysis of Duffee (2002, 2006).

Our macroeconomic variables appear to not influence the state dynamics directly, except for DEBT and the monetary supply variable M1 in the level regression. The DEBT coefficient is negative, as expected because it is defined as the ratio between government spending and GDP. Therefore, when GDP increases, DEBT decreases, which occurs during an expansion when interest rates are usually higher. The opposite is true in a recession. Also, because DEBT captures the impact of GDP, it offsets industrial productivity, IP. As expected, M1 is positive, because increases in monetary mass (M1) are usually associated with steeper interest rates, in anticipation of higher inflation. Our analysis confirms that the relationship between slope and curvature is positive and significant, as was noted by Bliss (1997). Finally, macroeconomists have known that the movements of the term structure are well captured by the relationships among level, slope, and curvature; in this respect, the inclusion of macro variables improves predictability, although not correlated with level, slope, and curvature (see Cochrane

Table 4. Out-of-sample comparisons with the random-walk (RW) model

<table>
<thead>
<tr>
<th>Maturity</th>
<th>RW</th>
<th>AR(1)</th>
<th>VAR(1)</th>
<th>NS</th>
<th>Our model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: 1 month ahead</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>0.18</td>
<td>-5</td>
<td>-1</td>
<td>+3</td>
<td>+1</td>
</tr>
<tr>
<td>1 year</td>
<td>0.23</td>
<td>-4</td>
<td>-2</td>
<td>+2</td>
<td>+1</td>
</tr>
<tr>
<td>3 years</td>
<td>0.25</td>
<td>-2</td>
<td>-2</td>
<td>+5</td>
<td>-3</td>
</tr>
<tr>
<td>5 years</td>
<td>0.29</td>
<td>-1</td>
<td>-1</td>
<td>+6</td>
<td>-2</td>
</tr>
<tr>
<td>10 years</td>
<td>0.28</td>
<td>-3</td>
<td>-1</td>
<td>+3</td>
<td>-1</td>
</tr>
<tr>
<td>Panel B: 3 months ahead</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>0.39</td>
<td>-5</td>
<td>-6</td>
<td>+1</td>
<td>-2</td>
</tr>
<tr>
<td>1 year</td>
<td>0.52</td>
<td>-2</td>
<td>-4</td>
<td>+3</td>
<td>-6</td>
</tr>
<tr>
<td>3 years</td>
<td>0.53</td>
<td>-1</td>
<td>0</td>
<td>+1</td>
<td>-10</td>
</tr>
<tr>
<td>5 years</td>
<td>0.55</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-9</td>
</tr>
<tr>
<td>10 years</td>
<td>0.49</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-9</td>
</tr>
<tr>
<td>Panel C: 6 months ahead</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>0.74</td>
<td>-5</td>
<td>-3</td>
<td>-11</td>
<td>-18</td>
</tr>
<tr>
<td>1 year</td>
<td>0.78</td>
<td>+1</td>
<td>+2</td>
<td>-8</td>
<td>-16</td>
</tr>
<tr>
<td>3 years</td>
<td>0.95</td>
<td>0</td>
<td>+4</td>
<td>-4</td>
<td>-15</td>
</tr>
<tr>
<td>5 years</td>
<td>0.93</td>
<td>0</td>
<td>+3</td>
<td>-3</td>
<td>-17</td>
</tr>
<tr>
<td>10 years</td>
<td>0.90</td>
<td>-1</td>
<td>+1</td>
<td>-3</td>
<td>-17</td>
</tr>
</tbody>
</table>

NOTE: The numbers in the RW column are the root mean squared errors (RMSEs) in basis points. The numbers in the rest of the body of the table are the percentage deviations from these RMSEs. The plus (minus) number indicate that the particular model is worse (better) than the RW model in percentage terms. For example, consider the 10-year maturity/6-months ahead scenario under Panel C. The performances of AR(1), VAR(1), and NS, corresponding to autoregressive, vector autoregressive, and Nelson–Siegel models, consistent with similar comparisons of Diebold and Li (2006). The bold numbers also isolate the distinctions with respect to the RW, the other models, and our model.
and Piazzesi 2005 for details). This explains the large posterior standard errors in Table 6.

6.5 Classification of Regime Shifts From the PPM Model

To assess whether any given month is a change point, we compute Bayes factors for each month in our particle algorithm. The Bayes factor, $BF$, in favor of the hypothesis of a regime change ($H_1$) against the null hypothesis of no regime change ($H_0$) is simply the ratio of the posterior odds to the prior odds of the two hypotheses.

$$BF = \frac{P(\text{Change Point at time } t | \text{Data})}{P(\text{No Change Point at time } t | \text{Data})}$$

where $P(Y_i | u_i = i)$ is the averaged likelihood under equation (1) along the MCMC chains at time $t$ if $u_i = i$, with $i = 0, 1$. We initialize by setting $P(H_1)/P(H_0) = 1$.

The monthly time series of Bayes factors should identify regime shifts in the term structure. However, economic shocks to the system, such as a recession, are seldom felt instantaneously. Indeed, there is considerable disagreement as to when the current recession actually started. Thus, our monthly Bayes factors will not always be large enough (say, 2.5 or greater) through all of the months during which the recession (or other shocks) adversely or positively affect the economy: however, if the model is accurate, it should identify at least one or two months in unusual periods in the business cycle with a Bayes factor of at least 3, implying compelling evidence in favor of a regime change.

Figure 6 shows the Bayes factors juxtaposed with the relevant recession periods that were recorded by, among others, Barro and Ursúa (2009) and the Federal Reserve of New York website. For the moment, ignore the dashed curve in the graph. Our model correctly classifies all of the months in the term structure that were documented retrospectively as turbulent events. Bayes factors for all of these time points are sufficiently large (at least 3), suggesting a regime shift. However, in the months preceding or succeeding these “shock” months, the Bayes factors hover between 2.5 and 3. This is consistent with our position that economic turbulence in the yield data is not a one-shot event, but rather more of a cumulative effect, culminating in an upward or downward spike in the time series; see also Table 3. In addition, for the recession periods the variability in the Bayes factors depends on the severity and duration of the recession. Thus in the time period 1979–1984, the Bayes factors have the largest variability coinciding with the extreme movements in the actual yield curves. Just as volatility of returns is critical in financial pricing models, the variability of the Bayes factors within and across regime changes provides insight into the magnitude and duration of level and slope shocks to the entire term structure of bond yields. In the next section, we use this concept to show that the Bayes factors serve as leading indicators of economic activity.

In Table 7, our Bayes factors capture 30 out of 81 months in which there were actual macro events that coincided with changes to the term structure. These 30 months included 16 months in which the yield curve exhibited moderate to dramatic changes, shown in bold type in the table. It should be emphasized that this is a new empirical result compared with other models in this context that fix the regime changes up front; see Table 1 for competing models. One comparison that we make here is to the work of Chib and Kang (2009), who used a fixed $w$ with a fixed $w$ and the Federal Reserve of New York website. Monetary shocks are reported at http://www.newyorkfed.org/markets/statistics/dlyrates/fedrate.html.

<table>
<thead>
<tr>
<th>Year</th>
<th>Month</th>
<th>BF</th>
<th>Recession</th>
<th>Inflation</th>
<th>Market</th>
<th>Monetary</th>
</tr>
</thead>
<tbody>
<tr>
<td>1970</td>
<td>3</td>
<td>7.5</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1972</td>
<td>9</td>
<td>6.8</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1973</td>
<td>3</td>
<td>3.3</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1973</td>
<td>5</td>
<td>2.3</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1973</td>
<td>9</td>
<td>3.0</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1973</td>
<td>11</td>
<td>2.3</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1974</td>
<td>3</td>
<td>4.6</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1974</td>
<td>6</td>
<td>2.5</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1977</td>
<td>1</td>
<td>2.5</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1977</td>
<td>10</td>
<td>2.9</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1980</td>
<td>1</td>
<td>12.0</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1980</td>
<td>5</td>
<td>3.3</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1980</td>
<td>8</td>
<td>2.3</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1980</td>
<td>11</td>
<td>5.5</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1981</td>
<td>1</td>
<td>3.9</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1981</td>
<td>2</td>
<td>2.3</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1981</td>
<td>4</td>
<td>6.8</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1982</td>
<td>3</td>
<td>2.5</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1984</td>
<td>9</td>
<td>2.9</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1985</td>
<td>9</td>
<td>2.5</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1990</td>
<td>8</td>
<td>2.8</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1995</td>
<td>2</td>
<td>2.9</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1996</td>
<td>9</td>
<td>2.9</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1997</td>
<td>6</td>
<td>2.8</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1997</td>
<td>8</td>
<td>2.5</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1997</td>
<td>11</td>
<td>2.5</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>2000</td>
<td>3</td>
<td>2.3</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>2000</td>
<td>6</td>
<td>2.3</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 7. Characterization of regime changes with Bayes factor ($BF > 2$)

NOTE: The actual macroeconomic events, namely the recessions, inflation shocks and market shocks, were recorded by Barro and Ursúa (2009). Monetary shocks are reported at http://www.newyorkfed.org/markets/statistics/dlyrates/fedrate.html.

A vast literature originating in the late 1980s documents the empirical regularity with which the slope of the yield curve could serve as a reliable predictor of future real economic activity. The difference between long-term and short-term interest rates (“the slope of the yield curve” or “the term spread”) has demonstrated a consistent negative relationship with subsequent real economic activity in the United States, with a lead time of approximately four to six quarters. The most commonly...
used measures of the yield curve are based on differences between interest rates on Treasury securities of contrasting maturities, for instance, 10 years minus 3 months. The measures of real activity for which predictive power has been found include GNP and GDP growth, consumption growth, investment and industrial production, and economic recessions, as recorded by Barro and Ursúa (2009). Estrella and Hardouvelis (1991) proposed a simple but effective rule of thumb to identify recessions, namely that the difference between 10-year and 3-month Treasury rates turns negative in advance of recessions. This held true with negative values observed before both the 1990–1991 and 2001 recessions.

Based on the analysis in the preceding section, we now consider the Bayes factors at the change points in the term structure as a measure of change in the yield curve. The Bayes factors are an implicit measure of a sudden change in the intercept, slope, or curvature in the N–S model, because of the state-space evolution; the posterior curves in Figure 4 demonstrate this explicitly. We would like to test whether the Bayes factors can be considered a leading indicator over the business cycle. Our analysis is not meant to be exhaustive, but rather aims to propose a critical application of the output from our analysis to problems that are relevant to macroeconomists.

As a proxy for the business cycle, we use the Chicago Fed National Activity Index (CFNAI).4 CFNAI is a monthly index designed to gauge overall economic activity and inflationary pressure, comprising a weighted average of 85 existing monthly indicators of national economic activity. It is constructed to have an average value of 0 and a standard deviation of 1. Because economic activity tends toward trend growth rates over time, a positive index reading corresponds to growth above trend, and a negative index corresponds to growth below trend. The CFNAI also corresponds to the index of economic activity developed by Stock and Watson (1999). Researchers have found that the CFNAI provides a useful gauge on current and future economic activity and inflation in the United States. In addition, the consensus is that the CFNAI is not a leading indicator of real GDP growth, but rather a coincident one.

Figure 6 depicts the agreement between our Bayes factors and the CFNAI index. The agreement is most pronounced during turbulent periods. These are the critical ones, because they correspond to major regime changes in the term structure.

The foregoing findings lead to the following question of interest: Could the monthly Bayes factor series act as a leading indicator of CFNAI? The direction of causality that this question suggests could prove of value to economists and financial agents because, as noted earlier, this could lead policy makers to better control economic factors, such as Fed Fund rates, mortgage rates, and so on. From a modeling perspective, because the CFNAI is an indicator with “sign,” we take its absolute value to make it comparable to our Bayes factors. A simple third-order vector autoregression to account for quarterly structure in the data is estimated. Denoting the absolute value of the CFNAI, \( CF \), and the Bayes Factor, \( BF \),

\[
\begin{align*}
BF_t &= \mu_1 + \beta_1 BF_{t-1} + \beta_2 BF_{t-2} + \beta_3 BF_{t-3} + \epsilon_{31} \\
CF_t &= \mu_2 + \beta_1 BF_{t-1} + \beta_2 BF_{t-2} + \beta_3 BF_{t-3} + \epsilon_{32}.
\end{align*}
\]

The Granger causality test is predictive. In our context, if the variable BF Granger causes CF, then past values of BF should contain information that helps predict CF above and beyond the information contained in past values of CF alone. From Table 8, when the response variable is BF, none of the CF lags in that equation are significant, whereas when the response variable is CF, the first and second lags of BF are significant, as are the lagged CF values. The overall Granger causal \( F \) test in the table, with BF as the dependent variable, shows a \( p \)-value of 0.3356 which is not significant for the collection of regression coefficients corresponding to the lagged CF variables. With CF as the
dependent variable, the overall F test for the significance of all the lagged BF variables is highly significant (p-value 0.0199).

Taken together, the empirical facts demonstrate that the Bayes factors from our study could be a leading indicator of economic activity. A reason for this causality stems from the fact that the macro factors enter the dynamic N–S model independently through the observation equation and recursively through the state equation, as developed in Sections 2 and 3. This in turn helps identify regime changes in the entire term structure through the product partitioning of the yield data. But, as we argued earlier, a shock to the economic system is not a one-shot event, and the residual effects of, say, a recession carry over to subsequent months, as confirmed by the analysis in the preceding section. Thus the time series of Bayes factors implicitly contains information that serves as a proxy for a leading economic indicator. This is a completely new empirical finding using PPM-based term structure models, with implications extending beyond term structures.

7. DISCUSSION

The present study contributes to statistical modeling of the term structure in several ways. First, we show that regime changes in yield data can be identified using product partition models along with a dynamic nonlinear N–S model. A comparison with actual events that defined yield regime changes coincided with our model’s classification of these events as regime shifts. Second, we implemented our analysis using particle learning, which allows for faster estimation of the model parameters. Third, the Bayes factors from our analysis could serve as a leading indicator of economic activity, as confirmed through the state equation, as developed in Sections 2 and 3.

Bayes factors from our study could be a leading indicator of economic activity. A reason for this causality stems from the wide recognition in the econometric literature that the random walk performs well in predictions. Let \( \mathbf{gd} \) denote the vector of the \( \mathbf{gd}_i \) and \( \mathbf{gd}_j \) prior means.

The prior variances, \( \sigma_{\mathbf{gd}}^2 \) and \( \sigma_{\mathbf{gd}}^2 \), specify uncertainty about the prior mean. Because the VAR model contains a large number of parameters, Doan, Litterman, and Sims (1984) suggested a formula for generating the standard deviations as a function of a small number of hyperparameters, \( \tau \) and \( \phi \), and a weighting matrix \( z(i,j) \). This approach allows a practitioner to specify individual prior variances for a large number of coefficients in the model using only these three parameters. Doan et al. showed that specification of the standard deviation of the prior is imposed on variable \( j \) in equation \( i \) at lag \( k \) by

\[
\sigma_{i,j,k} = \tau (i,j)^k \phi (\frac{\hat{\delta}_{ij}}{\delta_{ij}}),
\]

where \( \hat{\delta}_{ij} \) is the estimated standard error from a univariate autoregression involving only variable \( i \), so that \( (\frac{\hat{\delta}_{ij}}{\delta_{ij}}) \) is a scaling factor that adjusts for varying magnitudes of the variables across equations \( i \) and \( j \).

In this article, the overall tightness and lag decay hyperparameters used in the standard Minnesota prior have values \( \tau = 0.1 \) and \( \phi = 1 \). The following weighting matrix is used:

\[
Z = \begin{bmatrix}
1 & 0.5 & 0.5 & 0.5 \\
0.5 & 1 & 0.5 & 0.5 \\
0.5 & 0.5 & 1 & 0.5 \\
0.5 & 0.5 & 0.5 & 1
\end{bmatrix}
\]

This weighting matrix favors \( \mathbf{gd}_i = 1 \), because the lagged dependent variable in each equation is considered an important variable. The weighting matrix also enforces a prior mean of 0 for coefficients on other variables in each equation more tightly, because the \( \mathbf{gd}_i \) coefficients are associated with variables considered less important in the

APPENDIX A: BAYESIAN REDUCED–FORM VAR

Jeffreys Prior for \( \mathbf{E} \)

The Jeffreys prior for \( \mathbf{E} \) takes the form \( p(\mathbf{E}) \propto |\mathbf{E}|^{-(M+1)/2} \). The conditional posterior is \( \mathcal{W}(t + M - 2, \hat{\mathbf{E}}) \) with \( \hat{\mathbf{E}} = (Y - \mathbf{F}_0)\hat{\gamma}(Y - \mathbf{F}_0); \) Zellner (1971).

The VAR Model

A simple reduced-form VAR model can be written in multiple ways, with each serving a purpose in the development of prior distributions detailed below. Let \( T \) denote the length of the time series, \( k \) the size of lags, and \( M \) the dimension of the vector \( \theta \). Consider the following three versions of the VAR model appropriate to this article:

1. \( \theta_t = \mathbf{G}_t \theta_{t-1} + \mathbf{D}K_{t-1} + \mathbf{w}_t \) with \( \mathbf{w}_t \sim \mathcal{N}(0, \mathbf{W}) \)
2. \( \theta_t = \mathbf{X}_t \mathbf{GD} + \mathbf{w}_t \) with \( \mathbf{X}_t = [\theta_t \ K_{t-1}] \) and \( \mathbf{GD} = [G \ D] \), and \( \theta_t = \mathbf{Z}_t \mathbf{gd} + \mathbf{w}_t \) with \( \mathbf{Z}_t = (I \otimes \mathbf{X}_t) \), and \( \mathbf{gd} = \text{vec} (\mathbf{GD}) \).
3. \( \theta_t = \mathbf{Z}_t \mathbf{gd} + \mathbf{w}_t \) with \( \mathbf{Z}_t = (I \otimes \mathbf{X}_t) \), and \( \mathbf{gd} = \text{vec} (\mathbf{GD}) \).

Let \( \mathbf{X} = [\mathbf{X}_1, \ldots, \mathbf{X}_T] \). The OLS estimates are \( \hat{\mathbf{gd}} = (\sum Z_i Z_i) \times (\sum Z_i Z_i)^{-1} (\sum Z_i \theta_i) \) and \( \hat{\mathbf{GD}} = (\mathbf{X}' \mathbf{X})^{-1} (\mathbf{X}' \hat{\mathbf{E}}) \).

Define the sum of squared errors of the VAR by \( \hat{\mathbf{S}} = (\theta - \mathbf{X} \hat{\mathbf{GD}}) \times (\theta - \mathbf{X} \hat{\mathbf{GD}}) \), and define the OLS estimate for \( \mathbf{W} = \hat{\mathbf{W}} = \hat{\mathbf{S}} / \mathbf{T} \), with \( \mathbf{v} = \mathbf{T} - k \).

The Minnesota Prior

Despite the attractiveness of drawing on cross-sectional information from related economic variables, the VAR model has empirical limitations. For example, in our model the four dependent variables and three lagged independent variables produce a total of 42 coefficients to estimate. Large samples of observations involving time series variables that cover many years are needed to estimate the VAR model, and these are not always available. To overcome these problems, Doan, Litterman, and Sims (1984) proposed using the Minnesota conjugate prior. The intuition underlying this prior is to selectively restrict the hyperparameters of \( \mathbf{gd} \). Toward this end, the prior means and variances take the following form:

\[
\mathbf{gd}_i \sim \mathcal{N}(1, \sigma_{\mathbf{gd}}^2), \quad \mathbf{gd}_j \sim \mathcal{N}(0, \sigma_{\mathbf{gd}}^2),
\]

where \( \mathbf{gd}_i \) denotes the coefficients associated with the lagged dependent variable in each equation of the VAR and \( \mathbf{gd}_j \) represents any other coefficient. The prior means for lagged dependent variables are set to unity in the belief that these are important explanatory variables. On the other hand, a prior mean of 0 is assigned to all other coefficients in the equation. This is like saying that a priori, we believe that the dependent variable should behave as simple random walk, given that the wide recognition in the econometric literature that the random walk performs well in predictions.

Let \( \mathbf{gd} \) denote the vector of the \( \mathbf{gd}_i \) and \( \mathbf{gd}_j \) prior means.

The prior variances, \( \sigma_{\mathbf{gd}}^2 \) and \( \sigma_{\mathbf{gd}}^2 \), specify uncertainty about the prior mean. Because the VAR model contains a large number of parameters, Doan, Litterman, and Sims (1984) suggested a formula for generating the standard deviations as a function of a small number of hyperparameters, \( \tau \) and \( \phi \), and a weighting matrix \( z(i,j) \). This approach allows a practitioner to specify individual prior variances for a large number of coefficients in the model using only these three parameters. Doan et al. showed that specification of the standard deviation of the prior is imposed on variable \( j \) in equation \( i \) at lag \( k \) by

\[
\sigma_{i,j,k} = \tau (i,j)^k \phi (\frac{\hat{\delta}_{ij}}{\delta_{ij}}),
\]

where \( \hat{\delta}_{ij} \) is the estimated standard error from a univariate autoregression involving only variable \( i \), so that \( (\frac{\hat{\delta}_{ij}}{\delta_{ij}}) \) is a scaling factor that adjusts for varying magnitudes of the variables across equations \( i \) and \( j \).

In this article, the overall tightness and lag decay hyperparameters used in the standard Minnesota prior have values \( \tau = 0.1 \) and \( \phi = 1 \). The following weighting matrix is used:

\[
Z = \begin{bmatrix}
1 & 0.5 & 0.5 & 0.5 \\
0.5 & 1 & 0.5 & 0.5 \\
0.5 & 0.5 & 1 & 0.5 \\
0.5 & 0.5 & 0.5 & 1
\end{bmatrix}
\]

This weighting matrix favors \( \mathbf{gd}_i = 1 \), because the lagged dependent variable in each equation is considered an important variable. The weighting matrix also enforces a prior mean of 0 for coefficients on other variables in each equation more tightly, because the \( \mathbf{gd}_i \) coefficients are associated with variables considered less important in the
model. Now let $\Sigma_{\text{gd}}$ denote the derived matrix populated by the $\sigma_{i,j,k}$ elements as described above.

With the foregoing prior, estimating the VAR follows the same direction as in a standard natural conjugate case. The Gibbs sampler for $\mathbf{W}, \mathbf{G}, \mathbf{D}$ is implemented by sampling from the conditionals $\mathbf{W}[\theta, \text{gd}] \sim T(\mathbf{W}), \mathbf{S}$, as in the Jeffreys prior case, and $\text{gd}|\mathbf{W}, \theta \sim N(\text{gd}, \Sigma_{\text{gd}})$, where

$$
\Sigma_{\text{gd}} = \left[ \Sigma_{\text{gd}}^{-1} + (\mathbf{W}^{-1} \otimes (\mathbf{X}'\mathbf{X})) \right]^{-1},
$$

$$
\text{gd} = \Sigma_{\text{gd}} \Sigma_{\text{gd}}^{-1} \text{gd} + (\mathbf{W}^{-1} \otimes \mathbf{X})'\theta.
$$

APPENDIX B: COMPUTATIONAL NOTES AND PRIOR SPECIFICATION

For each pass $L$ of the algorithm (meaning a complete update between time 1 and time $T$), we use $N = 10,000$ particles, which selects the most likely partition. We repeat the algorithm for $L = 30,000$ passes, for a total of $3E10$ updates for the partitions.

The priors, initializations, and estimation method are given in Table B.1.

<table>
<thead>
<tr>
<th>Table B.1. Priors, initializations, and estimation method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
</tr>
<tr>
<td>$\theta_1$</td>
</tr>
<tr>
<td>$\beta_{1,1}$</td>
</tr>
<tr>
<td>$\beta_{2,1}$</td>
</tr>
<tr>
<td>$\lambda_1$</td>
</tr>
<tr>
<td>$\pi(\lambda_1</td>
</tr>
<tr>
<td>$E$</td>
</tr>
<tr>
<td>$G, D$</td>
</tr>
<tr>
<td>$W$</td>
</tr>
</tbody>
</table>

Descriptions of Model Parameters, Their Priors and Estimation Methods

The second column presents the different prior settings. The $\theta_1^g$ are obtained at each time $t$ via a cross-sectional nonlinear maximum likelihood with bootstrapped covariance. Jeffreys indicates Jeffreys prior, and Minnesota indicates a Minnesota prior with tightness 0.1, decay 1, and weighting matrix as detailed in Appendix A. PL indicates Particle Learning, and Gibbs indicates standard Gibbs updating. Also as denoted by $+$, the $\lambda_1$ coefficient is blindly propagated.
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